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FORECASTING CURRENCY INFLATION FOR INFLATION RISK ANALYSIS OF
FINANCIAL INVESTMENT

Abstract. The need for improving methods of financial investment analysis in order to reduce risks
leads researchers to exploit the modern scientific advancements especially in IT domain. Financial analytics
require the ability to model and forecast future value of investigated financial parameters like currency
inflation. In this paper, we analyzed the monthly inflation rate of Kazakhstan currency, using historical data
from 1995 to 2020 by applying wide spread statistical and machine learning methods. The results show that
the proposed research approach generates a solid forecasting accuracy and can be proposed to be included into
financial investment analysis methods that could reduce inflation risk.
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Introduction. Fundamentally in practice, investment analysts in order to evaluate investment
projects use the net present value (hereinafter NPV) as the main financial indicator.[1] Also, for ease
of calculating NPV, majority of analysts often omit an important element such as a currency inflation
indicator or use it as a constant value.

CF
NPV = ¥t-o (1+—1v;)t )

Where CF; is cash flow, N;, is a discount rate that is usually used as nominal interest rate.[2]
Since the real interest rate parameter is very difficult to predict as inflation rate varies over a monthly
period depending on the economic situation of a considering country. However, financial modeling
with the constant rate might deliver ineffective financial predictions especially in countries with weak
economies. Nevertheless, a fairly large amount of historical data is being collected around the world
and available for analysis on the public domain, including currency inflation data. Which in turn might
contribute to the study and analysis of data using modern computer modeling and machine learning
methods. There is an equation that considers link between inflation rate and interest rates [3]:

1+Njy

R, =
w 1+ I,

(2)

Where R;,is real interest rate, N;,.is nominal interest rate and I,.is Inflation rate. The goal of this
work is to forecast the inflation rate of the given equation to consider inflation risk. As inflation rate
changes over a monthly time period it is recommended to apply a time series analysis method. Time
series analysis is a statistical technique that deals with time series data or trend analysis. We shall
examine 3 main broadly used methods to analyze and forecast inflation rate: Holt-Winter’s method,
SARIMA and Neural networks. Holt-Winter’s smoothing method is widely applied for predicting
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time series that consist of seasonality and changing tendencies. [4] Holt-Winter’s method uses
additive and multiplicative functions to forecast.[5] SARIMAX is extended version of ARIMA that
stands for Autoregressive Integrated Moving Average model, which is a well known forecasting time
series model.[6] ARIMA with seasonal component that is more powerful than ARIMA is called
SARIMA.[7] SARIMA is also used in many different areas for forecasting heat demand[8],
production industry [9], power market prices[10] and etc. Artificial Neural Network (ANN) inspired
by the brain neural network and was used to forecast time series in general[11],[12] and forecast
financial data in specific[13]. ANN is considered as an alternative to statistical forecasting modeling.
ANN consists of at least three layers of nodes: input, hidden and output. Except for the input nodes,
each node is a neuron that uses a non-linear activation function. ANN uses a supervised learning
method that divides input data into training and testing sets. The root mean-square error (RMSE)[14]
is used to assess the accuracy of forecast and to compare the results of 3 forecasting models.

Methodology. Inflation indicators are considered mainly as an annual indicator, but calculations
are made for each month of the year. Since inflation indicators in Kazakhstan can only be obtained for 25
years, this annual interval is a very poor indicator for data analysis. In this regard, it was decided to analyze
monthly inflation rates for time series that gave us 300 records of inflation data[15]. In order to use the
ARIMA model following non seasonal values of p, d and g must be correctly set. Akaike’s Information
Criterion (AIC) is mainly used to identify the parameters of an ARIMA model.

RSS
AIC(p) = nin (T) + 2K (2)
Where RSS is the residual sums of squares and n is the number of data points. The model with
the minimum AIC value will be chosen as the best forecasting model.[7] For supervised learning with
ANN data from April 1995 to May 2015 was used as the training set, while data from May 2015 to
May 2020 was used as the testing set.

In order to analyze and forecast time series data the following algorithm was proposed and used
in Python programming language:
1. Load and prepare a dataset
a. import data
b. visualize data
2. Check data for stationarity
a. Dick-Fuller test check[16]
b. Checking for seasonality / trend / cycles by decomposing data [17]
3. Divide dataset into training and testing sets
4. Using library for time series analysis methods
a. Set SARIMAX parameters and run a model:
I. S: Seasonality. It is necessary to set up four seasonal elements affecting the time series.
ii. AR: Autoregressive. A model that uses a dependent relationship between an observation
and a number of lagging observations.
iii. I: Integrated. Using differentiation of raw observations (for example, subtracting an
observation from an observation at a previous time step) to make the time series stationary.
iv. MA: Moving Average. A model that uses the relationship between observation and
residual error from a moving average model applied to lagging observations.
v. Set parameters and fit data to model[18]
b. Set Holt-Winters’ parameters and run a model:
i. Check for additive and multiplicative trend and seasonal parameters
Ii. Set parameters and fit data to a model
c. Set ANN parameters and run a model
I. Import tensorflow.keras library
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ii. Choose model and layer for ANN

iii. Set ANN parameters and fit data to model

4. Evaluate models
a. Evaluation metric selection: root mean square error (RMSE) and mean square error (MSE)
b. Model validation

Results. In this section the results of the algorithm will be provided.

Step 1. The very first step is to prepare, load t and visualize the dataset it as shown in Figure 1
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Figure 1. Dataset visualization

Step 2. After loading the data, the second significant step is to check time series for
stationarity in order to use ARIMA models [11]. Results of Dickey-Fuller Test show that time
series are stationary as p-value is lower than significance level of 0.05 and the Test statistic is lower
than any of the critical values as shown in Table 1.

Table 1. Results of Dickey-Fuller Test:

Test Statistic -4.681174
p-value 0.000091
#Lags Used 11.000000
Number of Observations Used 290.000000
Critical Value (1%) -3.453102
Critical Value (5%) -2.871559
Critical Value (10%) -2.572108
dtype: float64

Step 3.a. In this step, the dataset is divided into training and testing sets and ARIMA
parameters are automatically set by searching with a minimum AIC for the training set shows
following parameters: SARIMAX( 2,0,0)x(0,1,1,12).
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Table 2. Results of diagnostics for SARIMAX(2,0,0)x(0,1,1,12)

coef std err z P>|z| [0.025 0.975]

ar.L1 0.5372 0.043 12.498 0.000 0.453 0.621
ar.L.2 0.1881 0.035 5.381 0.000 0.120 0.257
ma.S.L12 -0.8171 0.076 -10.817 0.000 -0.965 -0.669
sigma2 0.6153 0.046 13.328 0.000 0.525 0.706

According to results of diagnostics for SARIMAX parameters in Table 2 for all P>|z| show
less than 0.05, thus proving that model is statistically significant.

Step 4.a. By applying most efficient parameters according to the AIC model, MSE and RMSE
were 0.107 and 0.326 respectively. Results of comparing the predictions and testing dataset values
is given on Figure 2.

SARIMAX predictions
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Figure 2. SARIMAX predictions on dataset

Step 3.b. By setting additive value to seasonal and trend parameters and setting seasonal
period to 12, we configured the forecasting model. Holt-Winter’s predictions are illustrated in
Figure 3.

Holt-Winter's prediction
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Figure 3. Holt-Winter’s prediction on dataset
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Step 4.b. Results for the test set of MSE and RMSE values of Holt-Winter’s were 0.117 and
0.343. respectively

Step 3.c. Sequential model and Dense layer were used for the ANN forecasting model. ANN
predictions are illustrated in Figure 4.

NN prediction
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Figure 4. NN prediction on dataset

Step 4.c. Results for the test set of MSE and RMSE values of the Neural Network model were
0.092 and 0.303. respectively

Conclusion. As can be seen all 3 models showed good forecasting abilities of monthly currency
inflation. RMSE of Holt-Winter’s and SARIMAX models delivered very close results with slightly
better results of the SARIMAX model. On the other hand, the Neural Network model showed best
results on RMSE, but did not show significant progress than statistical models. All 3 models can be
applied to forecast monthly inflation time series. These models can help analysts to assess real values
and analyze more precisely of investment projects by assessing inflation risk. For future studies, we
will be considering two main factors of improving forecasting models. First factor is the length of
time series that was quite short and the second factor is the impact of pandemic that’s making some
changes to economics of all the countries around the world, which leads to the newest data to be
included for future improvement of forecasting accuracy. Neural networks can adjust its working
model parameters with forthcoming data, whereas statistical methods of time series might need
remodeling the whole structure as they severely depend on new data.
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KAPXKbI THBECTULHUAJAPBIHBIH MTHOJIALUAJBIK TOYEKEJAEPIH TAJLIIAY YIHIIH
BAJIIOTAJIBIK THOJIALUAHBI BOJIKAY

Anaarna. Toyekenjepai asaiiTy MakcaTblHJAa KApXKbUIBIK WHBECTHIMSUIAPIBI Tajiay oIiCTepiH
KETUIIPY KAKETTUTIr 3epTTeyiiep i 3aManayH FeUTBIMU JKeTicTikTep i, acipece [T camacweiHaa, KongaHyra
utepMmeneiini. KapXpUiblk aHanuTHKa BalioTa HHQISUUACHL CHUSKTHI  KBI3BIFYIIBUIBIKTBIH —Kap)KbUIBIK
napameTpJiepiniy OoJnamak KyHbBIH MOJEINbACY XKoHe 0oJpKay MYMKIHAITIH Tanan erejai. byn makanana keH
TapaJifaH CTaTUCTHKAJIBIK JKOHE MAIMHAJBIK OKBITY 9JIICTEPiH KOJiaHa OThIphin, 1995 xbuiaan 6acramn 2020
XKbUTFa AEHIHI1 TapuxH AEpeKTepal MmaianaHa OTHIPBII, Ka3aKCTaHbIK BAJIOTAHBIH ail CallbIHFbI MHQIAIHS
JeHreline Tanjay *acaimbi3. HoTrokernep KepceTKeHIeH, YChIHBIIFaH 3ePTTEY dici OOomKaMIapablH KaKChl
JOIIITIH  KaMTaMachl3 eTelli JKoHe WHQUIAUS KayliH asaiiTyFa MYMKIHIIK OepeTiH KapiKbUIBIK
WHBECTULMSJIApABI TANJay 9JiCTepiHe €Hri3y YIIiH YCHIHBUTYBl MYMKIiH.

Herisri ce3gep: yakpIT Ti30eri, MammHagbIK OKBITY, HEHPOHIBIK KeNiiep, MHQIALUS, KapKbUIBIK
KOPCETKIIITEeD, HHBECTUIMSITBIK )K00aap, MHBECTUIHSIIAPBI TA/AY.
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MMPOTHO3 BAJIIOTHOM MH®JIALUH 151 AHAJIN3A HHOJISIIIUOHHBIX PUCKOB
®UHAHCOBBIX UHBECTHUIIUIA

AnHoTanus. HeoOXoquMoCTh COBEPIICHCTBOBAHHUS METONOB aHaM3a (PMHAHCOBBIX BIIOKCHHHA C
LIETbI0 CHIDKEHHSI PUCKOB MOOYKJIaeT MCCIIe0BaTeNe NCIOIb30BaTh COBPEMEHHBIE HAyYHBIE JOCTHKEHUS
ocobeHHo B obnactu IT. @uHaHCcOBas aHanUTHKA TPeOyeT CIOCOOHOCTH MOJICIIMPOBATh U MPOTHO3UPOBATH
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OyIyIIyl0 CTOMMOCTh HCCIENyeMbIX (PMHAHCOBBIX MapaMeTpPOB, TAaKMX Kak BatoTHas nH(Ismusa. B sroit
CTaTh€ MBI AHAIMZUPYEM €XKEMECSYHBIH YPOBEHb WHQISALMU Ka3axCTAHCKOW BalIOTHI, HCIOJb3Ys
nctopudeckue aaHHele ¢ 1995 mo 2020 roapl, MpUMEHSAs MIMPOKO PACIPOCTPAHEHHBIE CTATUCTHUECKUE
METOZBI U METO/IbI MAIIMHHOTO 00yueHMs. Pe3ybTaThl HOKa3bIBAIOT, YTO IPEAIaraeMblil HCCIeI0BATENbCKUH
M0X0/ 00EeCTIeYHBAET XOPOIIYI0 TOYHOCTh IIPOTHO30B M MOKET OBITh NMPEUIOKEH [T BKIFOUEHHUS B METO/BI
aHas3a (PUHAHCOBBIX BIOXKEHHUH, KOTOPBIE MOTYT CHU3UTh PUCK MH(IISALINY.
KiroueBble ci10Ba: BpeMEHHBIE PAbl, MAIIMHHOE 00yueHNE, HEHPOHHBIE CETU, NHGIIALUS,

(uHAHCOBBIE N10KA3aTENN, HHBECTULOHHbIE ITPOCKTHI, NHBECTULIMOHHbIN aHAIN3.
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